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Neural Paraphrase Generation

Encoder Decoder

What makes the second world war happen

What is the reason of world war II

▪ Given a source sentence x, generate a paraphrase y.

▪ Existing approaches: sequence-to-sequence learning (Transformers)

Transformers treat a sentence as a flat sequence of wordsLimitations:



▪ Paraphrase exists in different levels of granularity
▪ Sentential Level: abstractive, general

▪ Phrasal Level: diverse, domain-specific

DNPG: Decomposable Neural Paraphrase Generation

what is the reason of $x → what makes $x happen

world war II → the second world war

Zichao Li, Xin Jiang, Lifeng Shang, Qun Liu. Decomposable Neural Paraphrase Generation. In ACL 2019.

[Li et al. ACL’19]

Sentential level:

Phrasal level:



Examples

Templates
(Sentential Level)

Details
(Phrasal Level)

[Li et al. ACL’19]



▪ Separator: classifies each token into templates (z=0) and details (z=1)
▪ Each class is feed into a individual encoder and decoder.
▪ Aggregator: the final predictions are aggregated into the final prediction

DNPG: Decomposable Neural Paraphrase Generation

Problems:
• Binary/discrete granularity
• High computational cost due

to multiple encoder-decoder
pairs.

[Li et al. ACL’19]



▪ There are many ways of decomposing a sentence, corresponding tomultiple
levels of granularity.

▪ Numerical representation of granularity for each token:

On Multiple Levels of Granularity

Text What is the reason for World War II?

Decomposition 1 What is the reason for world war II?

Decomposition 2 What is the reason for world war II?

Decomposition 3 What is the reason for world war II?

Decomposition 4 What is the reason for world war II?

Decomposition 5 What is the reason for world war II?

Levels of granularity (marked as superscripts):
What1 is1 the2 reason3 of2 World4 War4 II5 ?

Continuous
granularity?



What makes the second world war happen

Our Idea

Continuous Decomposition of Granularity

Encoder Decoder

What is the reason of world war II

0 0 0.2 0.3 0.2 0.5 0.5 0.8

0.1 0.15 0.2 0.8 0.6 0.5 0.3

0~1 granularity for each token

Paraphrasing tokens of similar granularity



1.Granularity head

2.Resonance mask

3.Granularity scope mask

Granularity-Aware Self-Attention

l An attention header that predicts the continuous granularity level [0,1]
l Two attention masks that integrates the granularity

Vanilla Attention Granularity-Aware Attention



n An extension of the self-attention head.

n Let zi ∈ [0,1] denote the granularity of tokens i,

zi = sigmoid (wThi)

n For layer l,

Granularity Head

What is the reason of world war II

0 0 0.2 0.3 0.2 0.5 0.5 0.8𝒛!

0.013 0.1 0.25 0.332 0.24 1.56 3.25 1.4𝒉!
Sigmoid

Self-Attn



▪ Tokens of the same level of granularity have the strongest correlation.

▪ The correlation between token i and j:

Granularity Resonance Mask

Continuous version where zi, zj∈ [0, 1]In the binary case where zi, zj ∈ {0, 1} 



▪ Neighboring tokens gain more attention than distant tokens.

▪ The correlation between tokens i and j :

Granularity Scope Mask

Continuous version where zi, zj∈ [0, 1]In the binary case where zi, zj ∈ {0, 1} 



Overall Architecture

Simply replacing the attention
module with the proposed
GA-Attention module.
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Language Train Valid Test
Quora Question Pairs 100,000 4,000 20,000

Twitter URLs 110,000 5,000 1,000

▪ Datasets

▪ Metrics

iBLEU BLEU-2 BLEU-4 ROUGE-L METEOR

Experimental Setup



▪ Baselines

▪ RedidualLSTM (Prakash et al., 2016): an LSTM sequence-to-sequence 
model using residuals between RNN layers;

▪ PointerGenerator (See et al., 2017): RNN seq2seq using copy mechanism; 

▪ Transformer (Vaswani et al., 2017): the vanilla Transformer model; 

▪ Transformer+Copy: an enhanced Transformer with copy mechanism (Gu 
et al., 2016); and 

▪ DNPG (Li et al., 2019): a popular paraphrase generation model based on 
Transformer.

Experimental Setup



Experimental Results

▪ Automatic Evaluation

C-DNPG achieves the state-of-the-art results in terms of many metrics.



▪ Qualitative Analysis

Experimental Results



▪ Case Study

Experimental Results



C-DNPG – continuous decomposition of granularity for neural
paraphrase generation.
▪ Extending self-attention with a granularity head
▪ Two novel masks that incorporates granularity into self-attention.

Future Work
▪ PLMs

Conclusion



Thank You!

Q&A


